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Abstract 

This paper presents the implementation of an Artificial Intelligence-Internet of Things (AIoT) 

based Human Activity Recognition (HAR) framework designed for multipurpose applications. 

The framework integrates sensor data from wearable IoT devices, which is then processed 

by AI algorithms to classify and predict human activities in real-time. It utilizes machine 

learning models, particularly machine learning techniques, to analyze complex activity. Our 

framework uses all open-source development environment, which is able to replicate and 

modify. For this paper, we give examples of how to use our framework as gamification of a 

workout practice. The Idea is to recognize user activity including (bicep curl, shoulder press, 

and front rise) using accelerometer data, and then send recognized activity to our developed 

online game (pop-balloon). M5StickC Plus used as the hardware which already equipped 

with inertial measurement unit (IMU) sensor and power management. Furthermore, it has 

small form factor fit for wearable application. Before real-time performance was taken, we 

evaluated 5 different machine learning model and choose which one is more optimized. The 

five models include Naïve Bayes, Support Vector Machine (SVM), AdaBoost, ZeroR, and 

Random Forest. Accuracy given for offline analysis were 97.68%, 98.97%, 41.62%, 25%, 100% 

respectively to the previous model.  In the final, for real-time performance we choose SVM 

model which most optimized even though the accuracy reduced to 89.67% for this task. 

Keywords: artificial intelligence internet of things, embedded device, human activity 

recognition, signal processing 

1.  Introduction  

The merging of Artificial Intelligence (AI) with the Internet of Things (IoT) has given 

rise to a transformative paradigm known as AIoT (Artificial Intelligence of Things) [1],[2]. 

This integration merges the pervasive connectivity of IoT devices with the intelligent 

processing capabilities of AI, resulting in highly autonomous, efficient, and responsive 
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systems. One of the most promising applications of AIoT is Human Activity Recognition 

(HAR), a technology that leverages data from various sensors to identify and interpret 

human activities in real-time. 

Human Activity Recognition has gained significant attention due to its wide array of 

applications across different domains such as healthcare, smart homes, security, sports, 

and industrial environments [3]-[7]. By deploying AIoT-driven HAR systems, it is 

possible to create versatile frameworks capable of addressing multiple use cases, thus 

offering multipurpose solutions that can adapt to varying requirements and contexts [8]. 

Human Activity Recognition is not a new concept; its roots can be traced back to the early 

development of pattern recognition and machine learning techniques. Traditional HAR 

systems often rely on rule-based approaches and statistical methods to interpret data 

from sensors. However, these methods had limitations in handling complex, non-linear, 

and context-dependent activities [9]. 

With the advent of machine learning and deep learning, HAR has experienced 

significant advancements. Modern HAR systems utilize a wide range of data sources, 

including wearable sensors, cameras, and ambient sensors, and apply sophisticated 

algorithms to accurately recognize and classify human activities [10]. The integration of 

AI into IoT has further enhanced HAR by enabling real-time processing, reducing latency, 

and improving the scalability of these systems. The fusion of AI and IoT in HAR systems 

brings about several key benefits including real-time processing and decision-making 

[11], scalability and flexibility [12], contextual awareness [13], and energy efficiency [14]. 

More focused on HAR using an accelerometer sensor as a data source offers 

significant advantages over camera-based methods, particularly in terms of privacy, cost-

effectiveness, and energy efficiency [15]. Accelerometers can be attached to wearable 

devices, allowing for continuous monitoring without compromising user privacy, as they 

do not capture visual data. They are less dependent on environmental factors such as 

lighting or weather, and their lower power consumption makes them ideal for long-term 

use. Moreover, accelerometer data is less complex, enabling real-time processing and 

greater scalability across multiple users. In contrast, camera-based HAR systems are 

more intrusive, require more computational resources, and are often less practical for 

mobile or subtle activity monitoring. These factors make accelerometer-based HAR a 

more versatile and practical choice for many applications. 

Despite the potential benefits about using wearable accelerometer and AIoT 

algorithm for HAR, several challenges must be addressed including issues with data 

quality due to noise and variability across users, as well as the need for efficient power 

management to preserve battery life [16]. Real-time processing is crucial but challenging 

on resource-constrained devices, especially when balancing latency and computational 

demands. Privacy and security concerns arise due to the sensitive nature of the data 

collected, and compliance with regulations adds complexity. The complexity of AI 

algorithms, particularly in adapting to changes in user behavior, can strain the limited 

processing power of wearable devices [17]. Accurate activity recognition often requires 

context awareness, which is difficult with accelerometer data alone, and integrating data 

from multiple sensors increases system complexity. Deployment at scale poses challenges 

in managing large data volumes, ensuring interoperability, and maintaining performance 

across diverse devices. Additionally, user acceptance depends on the comfort and 

unobtrusiveness of wearable devices, as well as trust in the system's reliability and data 

handling practices. 
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By knowing the importance of human activity recognition (HAR) in many area and 

how AIoT enhance capabilities of the HAR performance. To deal with the challenge of 

AIoT algorithm development, we propose an end-to-end framework to develop AIoT for 

multipurpose HAR applications. The framework includes data collection, model training, 

model evaluation, and real-time inference. Tools and IDEs used on this framework are 

open source so for anyone who wants to replicate is possible.  

As an example of the usage of our framework we perform gamification for a workout 

practice to engage the subject do activity they are asked to. There are 3 activities that need 

to be classified including bicep curl, shoulder press, and front rise. Stick5C Plus 2 used as 

the hardware, while Weka and processing IDE mainly used as the software. We conduct 

experiment to collect and evaluate our framework for this application. In the final, it can 

be used for playing a game from our developed online game.  

The future of our framework can be applied to many applications such as agriculture 

area or even industrial area. The framework is easy to use and configure.  It also scalable 

for low into high complexity of application.  

2.  Method 

Our proposed framework workflow is shown in Figure 1. There are 4 steps in total 

namely hardware design, data collection, training data, and real-time inference, the detail 

of each step as follows: 

1. Hardware design: our framework does not see the hardware as specific; we allow 

the concept of virtualization. Wherever and whenever the hardware can send the 

data needed for the application everything is fine. However, it is better to 

develop the hardware related to application need. We suggest to use Easyeda [18] 

tool which handy and open source simulate electronic circuits simulation and 

create printed circuit board (PCB) layouts. And for the firmware we recommend 

to use Arduino IDE [19] which is an open-source software platform used for 

writing, compiling, and uploading code to the hardware. And for the hardware 

functionalities itself mainly to read the sensor, do pre-processing if needed and 

send it to the host PC which running the data collection program. Communication 

protocol may be various such as Wi-Fi (UDP/TCP), Bluetooth, Zigbee, LoRa, NB-

IoT or many more. 

2. Data collection: we wrote a program for this task by using Processing IDE [20] 

which is an open-source integrated development environment designed for the 

user interface. This program collect data from the user hardware and handling it 

relevant to the communication protocol and format (data separation). And then, 

one most important function is to calculate the feature to feed to the machine 

learning program. There are several features can be use, from time-domain type 

or frequency domain-type [21]. After calculation, the program will store and 

formatting the feature bank (dataset) in .arff format. 

3. Training data: in this stage we use Weka machine learning tool [22], the process is 

streamlined, making Weka a user-friendly tool for both beginners and experienced 

machine learning practitioners. Building a model in Weka involves a few 

straightforward steps. First, we need to load our dataset into Weka, which .arff 

file we built before. Once the data is loaded, we can explore and preprocess it by 

applying filters to clean, normalize, or discretize the data. After preprocessing, 
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navigate to the "Classify" tab, where we can choose a machine learning algorithm 

to build our model. Weka provides a wide range of algorithms, including 

decision trees, Naive Bayes, and support vector machines. Select the desired 

algorithm and configure any specific parameters. Next, we can perform a cross-

validation or use a separate test set to evaluate our model's performance. Finally, 

once the model is trained, Weka allows us to visualize the results, such as 

confusion matrices or ROC curves, and save the model (the format is .model) for 

real-time inference relevant to the application we build.  

4. Inference: we wrote another program also by using Processing to build our usage 

application. Any application can build depending on the need and purpose, such 

as in medical area (fall detection, medical rehabilitation), sport (to know correct 

movement on specific sport), smart home (to know the effectiveness of energy 

based on sensor), in industry (to know the effectiveness of the machinery), and 

many more. This program also handling the data from user hardware, and then 

calculate the same feature in data collection stage, and finally do the inference. 

And result from inference can be used for further function.  

 

Figure 1. Framework concept 
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Figure 2. Overall system of workout practice gamification 

The overall usage example of our framework is shown in Figure 2. The application 

recognizes 3 activities to pop the ballon from our developed online game to engage the user do 

the activity. Not only that, but we also show how many each activity done by the user in our 

Processing program. The development of this application follows all of our framework steps.  

From Figure 2, the blue arrow means mode creation, while the red arrow means real-time 

inference system flow. The details of our system are described below. 

2.1.  The Hardware 

For this application, we opt to use a development IoT product which is M5StickC 

Plus 2. The board itself is a compact and portable development board, ideal for wearable 

tech, portable gadgets, and IoT devices. It features a 1.14-inch color TFT display, offering 

better readability. Powered by an ESP32 microcontroller, it provides robust processing, 

Wi-Fi, and Bluetooth connectivity. With a built-in 120mAh LiPo battery and USB-C 

charging, it supports both portability and ease of use. The device includes multiple 

sensors, such as an IMU [23]. The board we use is shown in Figure 3. 

 

Figure 3. Wearable device M5StickC Plus 2 

Even though so many features offered by the development board, we focus on IMU 

sensors, power management, microcontrollers, and connectivity (Wi-Fi). What our 

hardware does is connect to the access point as the client using Wi-Fi, and then read 

accelerometer sensor data for all 3 axes (x,y,z) in 50 Hz sampling frequency, format the 

data before sending it to the host PC with format (“data_x,  data_y, data_z”), connect to 

host PC by using UDP protocol with address of the host PC and selected port 6000.  
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2.2.  Data Collection  

To collect the data, we use and modify the framework from Weka4P [24] especially 

for the data handle and feature calculation. 3 main functions of this program as, 

1. Data handling: the program receives raw accelerometer data from the hardware 

with the same UDP protocol. Since the format is combination of the three axes, it 

needs to be parse into individual axis which are data_x, data_y, and data_z. 

Streamed data buffered into 500 samples for each axis. 

2. Feature calculation: the buffered data then processed in 20 samples window to 

calculate a line of feature. There is total 6 features extracted from the signal of 

accelerometer data, those are mean axis x, standard deviation axis x, mean axis y, 

standard deviation axis y, mean axis z, standard deviation axis z. the calculation 

follows Equation (1) for the mean and Equation (2) for the standard deviation. 

Where axis is the axis of the accelerometer (x, y, z), sample [n] is sample in 

number n of 20 samples window. 

  (1) 

  (2) 

3. Data formatting: after calculation of the features, then it formatted do can be 

easily use in machine learning tool. The data format simply follow: meanx, stdx, 

meany, stdy, meanz, stdz, label. Label is the activity want to predict with label A is 

represent idle bicep, B is bicep activity, C is idle rise, D is rise activity, E is idle 

press, F is press activity. 

 

 

Figure 4. Data collection program 
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The program interface is shown on Figure 4, there are several components to show 

informative data. In the figure red area used to show the 500 sampled signal while the 

white area is used to show 20 samples of data.  The dashed rectangle 1 are is to show the 

current label we collect relevant to the activity data (A, B, C, D, E, or F), number of 

feature line also on the same area as well as control command to save, delete, clear the 

data and change the current label. Dashed rectangle area 2 is showing the automatic 

threshold to save the data, if the signal has value above of the threshold the features data 

automatically added to the file. Dashed rectangle area 3 is to display current feature 

(mean and standard deviation of a time window). The example collection of data related 

to the activity shown in Figure 5, Figure 6, and Figure 7 for Bicep activity (label A, B), 

Rise activity (label C, D) and Rise activity (label E, F) respectively. The output of this 

program is a dataset for machine learning tool to build and evaluate the model, the file 

has extension .arff. 

  
(a) (b) 

Figure 5. (a) Signal of label A (idle bicep); (b) Signal  of label B (bicep activity) 

  

(a) (b) 

Figure 6 (a) Signal of label C (idle rise); (b) Signal of label D (rise activity) 
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(a) (b) 

Figure 7 (a) Signal of label E (idle press); (b) Signal  of label F (press activity) 

2.3. Model Training 

After the dataset was collected, it underwent a comprehensive pre-processing phase 

to ensure its suitability for model training in Weka. The pre-processing involved several 

critical steps, including the handling of missing values through techniques such as 

imputation or exclusion, depending on the nature and extent of the missing data. 

Additionally, data normalization was performed to standardize the range of independent 

variables, which is crucial for algorithms sensitive to the scale of data, such as support 

vector machines. Feature selection was also carried out to identify the most relevant 

attributes, thereby reducing dimensionality and enhancing model performance. This 

process was guided by domain knowledge and statistical methods, ensuring that the 

retained features were both meaningful and influential in predicting the target variable. 

However, on this research all 6 features are used to feed to the model. 

The Weka user interface to train the model shown in Figure 8. Dashed rectangle 1 is 

where we can choose the model we want to build, and also what parameters we want to 

configure that are suitable to our application. While the dashed rectangle 2 is for 

evaluation purposes, there are different options of the evaluation method, in our case we 

use K-fold cross validation because to mitigate the risk of overfitting and to ensure that 

the model's performance is not dependent on a particular subset of the data. The area on 

dashed rectangle 3 give us information about model’s accuracy. Related to the accuracy, 

we can understand our model performance while predicting the activity more detail by 

looking at dashed rectangle 4. Last but not least important information is shown in 

dashed rectangle 5 which give us information how long time needed to train the model. 
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Figure 8. Training and evaluating the model 

2.4 Real-time Inference and Application 

After machine learning model trained, we can use the model for any several 

applications. As an example in our application, we built a workout practice with three 

different movement namely Bicep activity, Rise activity, and Rise activity. Application 

user interface was built also by using Processing IDE. The user interface can be seen in 

Figure 9. There is several information displayed on the user interface. the program 

communicates with the subject’s hardware through the same protocol when we collect 

the data. Raw x, y, z signal from accelerometer data also buffered in the same 500 

samples length as same as the feature calculation formed by 20 samples window. The 

value of raw signal and features are shown in dashed rectangles 3 on the Figure 9. After 

feature was feed to the model, the inference process starts to predict. The prediction 

result will be shown as the vector image related to the activity, for example in Figure 9 

(dashed rectangle 1) vector image of label E (idle rise) is more contrast compared to the 

others it means the model predict label E. The unpredicted model has more transparency 

to differs with predicted one. Dashed rectangle 2 give the information how many time the 

subject do the activity relevant what they did and predicted by the model. 

To engage the subject to do more workout activity we also develop online game 

modified from [25]. The online game communicates with our application program 

interface through MQTT Broker which we choose Mosquito. The application act as 

publisher and the game act as the subscriber. There are three topics made related to the 

activity, they are “/Bicep”, “/Rise”, and “/Press”. When the application program predicts 

the activity, it will send “1” to the related topic. And this one value will pop the balloon 

following the rule in the Table 1. If the subject successfully pops the balloon, it will add to 

the score. The game screenshot shown in Figure 10, with dashed rectangle 1 is the score 

while dashed rectangle 2 is the example of blue balloon.   
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Figure 9. User interface workout practice 

 

Figure 10. Online game pop the balloon 

Table 1. Game rules 

Label Activity Balloon Color 

B Bicep Red 

D Rise Green 

F Press Blue 
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3.  Experiment 

We conducted an experiment to collect the data for the dataset and evaluate our 

model in both offline and real-time performance. A total 20 participants were involved in 

this experiment, with different genders (14 male and 6 female) and ages around 16 – 18 

years old. All the participants were already well-informed about the experiment and 

research itself, and willingly agreed to join the experiment. The consent form was filled in 

by the participant as the proof of participant's understanding and following the ethics of 

the research. 

Each participant did all the activities including idle Bicep (A), Bicep activity (B), idle 

Rise (C), Rise activity (D), idle Press (E), Press (F), and also playing the game as shown in 

Figure 11. Each activity is recorded as 5.5 s, so that if all activity is done 1650 samples 

(sampling rate is 50 Hz) are collected. Since there are 20 participants around 33,000 

samples were collected for this experiment.  

 

Figure 11. Conducted experiment 

4. Results and Evaluation 

After we get the data from the experiment then we can train and evaluate our model 

in Weka. Evaluation done in both offline and real-time performance (playing games). For 

offline performance we test it with 5-fold cross validation. Performance metrics we use is 

simple accuracy since it rule-of-thumb the performance of the model and confusion 

matrix. The formula of accuracy calculations follows Equation (3). 

  (3) 
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(a) 

 
(b) 

 
(c) 
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(d) 

 
(e) 

Figure 12 confusion matrix of trained model (cont.) (a) ZeroR; (b) AdaBoost; (c) Naïve Bayes; (d) SVM; (e) 

Random Forest 

In the offline evaluation we tried 5 different machine learning algorithms to find 

which one fits with our application, the five and brief explanation of the model as follows, 

1. ZeroR: a simple baseline machine learning model used primarily for benchmarking 

purposes [26]. 

2. AdaBoost: an ensemble machine learning technique that combines multiple weak 

learners to create a strong classifier [27]. 

3. Naïve Bayes: a probabilistic machine learning algorithm used primarily for 

classification tasks. It is based on Bayes' Theorem, which describes the probability 

of an event [28]. 

4. Support Vector Machine: a powerful and versatile machine learning algorithm 

used for both classification and regression tasks. It is particularly well-suited for 

binary classification problems. 

5. Random Forest: an ensemble learning algorithm that is widely used for both 

classification and regression tasks. It builds multiple decision trees and merges 

them together to obtain a more accurate and stable prediction. 
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After evaluation was performed, we got informative result about model’s performance, 

we summary the result as written in Table 2. Additionally, we show the confusion matrix 

of the model in Figure 12 where (a) is for zeroR model, (b) is for AdaBoost model, (c) is 

Naïve Bayes Model, (d) is SVM model, (e) is for Random Forest model. The diagonal 

green box is the correct prediction made by classifier while the red box is the number of 

incorrect predictions for each class also predicted by classifier. We evaluated our model 

in computer with Ryzen 5 6600H, RAM 16 DDR4, no GPU.  

Table 2. Model performance in offline evaluation 

Model Accuracy Training Time Model Size 

ZeroR 25 % 0 s 2 KB 

AdaBoost 41.62 % 0.14 s 4 KB 

Naïve Bayes 97. 68 % 0.08 s 6 KB 

SVM 98.97 % 1.03 s 11 KB 

Random Forest 100 % 2.61 s 295 KB 

5. Discussion 

ZeroR serves as a baseline by always predicting the most frequent class, with a low 

accuracy of 25%. It's extremely lightweight (2 KB) and requires no training, useful only as 

a reference for other models. AdaBoost improves accuracy to 41.62%, with quick training 

(0.14 seconds) and small size (4 KB), making it viable for resource-limited scenarios, 

though still not highly accurate. Naïve Bayes offers 97.68% accuracy, fast training (0.08 

seconds), and efficient storage (6 KB), ideal for tasks like text classification. SVM 

improves further with 98.97% accuracy, at the cost of more resources (1.03 seconds 

training, 11 KB size), making it suitable for tasks requiring precision. Random Forest 

achieves perfect accuracy (100%) but demands the most resources (2.61 seconds training, 

295 KB size), best for cases where accuracy is the top priority. 

In conclusion, while Random Forest offers the best accuracy, SVM and Naïve Bayes 

provide high efficiency with minimal resource use, making them more practical for many 

applications. AdaBoost and ZeroR are quick and lightweight but lack the accuracy for 

complex tasks. for real-time applications SVM offer low resource but high accuracy. 

Therefore, for our user interface workout practice and online game we choose SVM 

model. The evaluation for real-time application with SVM model as Table 3. Subject 

asked to do 5 activities for each class (Bicep, Rise, Press) and we compare them manually. 

Correct prediction for real-time evaluation is 269 or accuracy is 89.67%. 
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Table 3. Real-time evaluation 

Subject Correct Prediction 

1 14 

2 13 

3 13 

4 14 

5 15 

6 13 

7 14 

8 15 

9 12 

10 13 

11 14 

12 14 

13 13 

14 12 

15 14 

16 13 

17 12 

18 12 

19 13 

20 15 

Total 269 

6.  Conclusion 

Our study presents an AIoT-based Human Activity Recognition (HAR) framework 

for multipurpose applications. By integrating AI with IoT, it enhances real-time activity 

recognition using wearable devices with accelerometers. Support Vector Machine (SVM) 

is identified as the most optimized model, delivering high accuracy in real-time scenarios. 

The framework's versatility, using open-source tools, enables replication across healthcare, 

sports, and industrial domains. Despite challenges like data noise and power management, it 

performs effectively in real-time, particularly in a gamified workout application. In 

conclusion, this scalable AIoT framework offers a practical solution for real-time activity 

recognition across various fields, highlighting AIoT’s transformative potential. For future 

work, we will use this framework for another application such as daily physical activity 

recognition to as the solution of sedentary lifestyle. 
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