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Abstract 

The security of Internet of Things devices is a factor that must be considered because device 

damage and data theft can occur. Internet of Things devices are very useful in various sectors, 

such as health, transportation, and industrial sectors. Attacks on Internet of Things devices 

increase every year. To overcome this, it is necessary to take a research approach with machine 

learning. The dataset used is CIC IoT Attacks 2023 from the University of New Brunswick. To 

be able to produce good data, it is necessary to do random under-sampling as a way to 

overcome data imbalance. Then, modeling is done using the KNN algorithm, Random Forest, 

Logistic Regression, Adaboost, And Perceptron. The result of this research is that random 

forest has the best accuracy result of 99.73%. From these results, it can be concluded that the 

random under-sampling technique can improve the accuracy of data imbalance. 

Keyword: Random under-sampling, IoT Attacks 2023, combination algorithm 

Abstrak 

Keamanan perangkat internet of thing adalah faktor yang harus diperhatikan karena dapat 

terjadi kerusakan perangkat dan pencurian data. Dimana perangkat internet of thing sangat 

bermanfaat di berbagai sektor seperti sektor kesehatan, transportasi, dan industri. Penyerangan 

terhadap perangkat internet of thing setiap tahunnya meningkat. Untuk mengatasi hal 

tersebut perlu dilakukan penelitian pendekatan dengan machine learning. Dataset yang 

digunakan CIC IOT ATTACKS 2023 dari University of New Brunswick. Untuk dapat 

menghasilkan data yang baik maka perlu dilakukan random undersampling sebagai salah 

satu cara mengatasi data imbalance. Kemudian dilakukan pemodelan menggunakan 

algoritma KNN, Random Forest, Logistic Regression, Adaboost, dan Perceptron. Hasil 

penelitian ini adalah Random Forest memiliki hasil akurasi terbaik sebesar 99.73%. Dari hasil 

tersebut, dapat disimpulkan teknik random undersampling dapat meningkatkan akurasi dari 

ketidak seimbangan data. 

Kata Kunci: Random under-sampling, IoT Attacks 2023, combination algorithm 
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1.  Introduction  

The Internet of Things is a concept that can connect electronic devices to the Internet network, 

allowing them to interact and share information. The Internet of Things has brought significant 

benefits in various sectors, such as health, transportation, and industry [1]. But in the course of 

time and technological sophistication, IoT security has become increasingly important. This is 

because it is always connected to the internet. The vulnerability of IoT devices can cause damage 

to the device and or theft of personal data [2]. 

One type of attack that often occurs on IoT devices is distributed denial of service or 

DDoS. The result of an attack from DDoS is to make the IoT device unresponsive and can 

even result in a complete shutdown [3]. To be able to protect IoT devices from various 

attacks, not only DDoS but datasets are also needed that can be used to train machine 

learning models to be able to detect these attacks. 

In the search for datasets, there are often balanced datasets and imbalance datasets, it 

is very common and natural to find these two cases. A balanced dataset is a dataset where 

the class distribution has a balance. Meanwhile, an imbalanced dataset is a dataset where 

the class distribution is not balanced or evenly distributed. This can cause the classification 

process to lean towards the majority class rather than the minority class. Data imbalance is 

a common problem in machine learning, where the majority class will be larger than the 

minority class [4]. The impact of the data imbalance is that it will affect the performance of 

the classifier such as noise and insufficient number of training data observations. The 

emergence of data imbalance cases is one of the developments in machine learning. 

The application of classification algorithms without considering the balance of data 

classes will produce good predictions for the majority class but ignore the minority class. 

The methods used to overcome data imbalance are divided into two, namely under 

sampling and oversampling. Under sampling is a technique to reduce the number of 

majority classes to be equal to the minority class. While oversampling is a technique to 

equalize the minority class with the majority [5], [6]. There are various ways to use these 

two methods; for example, in oversampling, there is random under sampling, smote, 

Adasyn, and so on. While in under sampling, there is random under sampling, cluster-

based under sampling, near-miss, and so on [6]. 

A study conducted by Gagah Gumelar found that applying under sampling methods to 

unbalanced datasets with a combination of various classification algorithms can result in 

improved performance on all classification algorithms used [7]. In this study, they used four 

datasets that had different levels of imbalance and applied classification algorithms such as c45, 

Naïve Bayes, KNN, and SVM. Furthermore, they compared the results before and after applying 

the under-sampling method. The results showed that the use of the under-sampling method 

significantly improved the performance of all classification algorithms used [8]. 

In 2023, Fauzi Adi Rafrastara and his team conducted research. In this study, they 

utilized the random under sampling (RUS) method to overcome the imbalance of the 

dataset, and they used the random forest algorithm to classify files as good ware or 

malware [9]. The results showed that in comparison with other methods, random forest 

achieved the most optimal performance, with accuracy reaching 98.1%, recall reaching 

98.0%, and specificity reaching 98.2% [9]. 

Rizki Fauziyah and her team conducted research. In this study, they applied the 

random over-under sampling (ROUS) method to overcome the imbalance of the dataset 

and used classification algorithms to predict student graduation. The findings of this study 
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showed that the application of the ROUS method successfully improved the performance 

of the classification model by producing an increase in accuracy value [10]. 

Ilham Kurniawan and his team conducted research. In the study, they applied the 

random under sampling (RUS) method to overcome dataset imbalance and used a decision 

tree algorithm to predict forest fires. The results of this study indicated that the decision 

tree algorithm successfully achieved an accuracy rate of 94.52% [11]. 

2.  Literature Study 

2.1.  Preprocessing 

Preprocessing in machine learning is a data processing phase that is applied before the 

machine learning model uses the data. The purpose of preprocessing is to prepare the data so that 

it can be properly processed by machine learning models and produce accurate results. Some 

preprocessing methods that are often used in machine learning involve normalization, missing 

data elimination, categorical variable coding, and dimensionality reduction [12]. 

2.2.  Random Under Sampling 

The random under-sampling (RUS) method is a strategy used to address imbalances in a 

dataset by reducing the number of samples from the majority class. In this method, samples are 

randomly selected from the majority class so that their number becomes equal to the number of 

samples in the minority class. The application of rules is proven to be very efficient in overcoming 

class imbalance in datasets and is able to improve the performance of machine learning models [13]. 

2.3. Data Splitting 

Data splitting, also known as data splitting, is a technique that generates two or more 

subsets of data by dividing a dataset into separate parts. Typically, this data splitting 

produces two subsets, where the first subset is used for data evaluation or testing, while 

the other subset is used for training the model. Data splitting is a very important aspect of 

data science, especially in data-driven model building. This technique plays a role in 

ensuring that the model created has sufficient accuracy and can be applied in advanced 

stages, such as in machine learning processes [14].   

2.4.  K-Nearest Neighbor (KNN) 

K-Nearest Neighbor (KNN) is one of the machine learning algorithms used in 

classification and regression tasks [15]. This approach is done by finding a number of k 

closest data points to the data that you want to perform classification or regression on. It 

then selects the class or regression value that occurs most frequently among the k data 

points. KNN is well-known for its simplicity in implementation and is able to provide 

satisfactory results, especially on datasets that have a relatively small size [16]. 

 𝑑𝑖𝑠 =  √∑ (𝑥1𝑖 −  𝑥2𝑖)2    𝑛
𝑖=0  (1) 

where 𝑥1 is sample data, dis is distance, 𝑥2 is test data, n is data dimension, and i is data 

variable. 

2.5.  Random Forest 

Random forest is one of the machine learning methods used for classification and 

regression tasks [17]. It operates by combining multiple decision trees to improve accuracy 
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and reduce overfitting problems. Random forest is quite popular due to its ease of 

implementation, its ability to cope with data imbalance, and its applicability for 

classification involving many classes (multiclass). 

2.6.  Logistic Regression 

Logistic regression is one of the statistical techniques utilized to project the binary 

outcome of a dependent variable based on one or more independent variables. This 

approach has gained great popularity in the analysis of data involving categorical variables 

and is widely used in various disciplines, including economics, medicine, and social 

sciences [18]. 

 𝐿𝑛 (
𝑝

1−𝑝
) = 𝐵𝑜 + 𝐵1𝑋 (2) 

𝐵𝑜 = 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

𝐵1 = 𝑇ℎ𝑒 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝑒𝑎𝑐ℎ 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 

The value of p or chance (Y=1) can be found in the equation 

 𝑝 =
𝑒(𝐵𝑜+𝐵1𝑋)

(1+𝑒(𝐵𝑜+𝐵1𝑋) (3) 

2.7.  Adaboost 

Adaboost, also known as adaptive boosting, is one of the ensemble learning methods 

used to improve the performance of machine learning models. This approach works by 

combining a number of machine learning models that have relatively weak performance 

into one model that has greater strength. Adaboost has become a popular choice due to its 

ease of implementation and its ability to be used in various types of problems, be it 

classification or regression tasks [19], [20]. 

 𝐻(𝑥) = 𝑠𝑖𝑔𝑛 (∑ 𝑎𝑡ℎ𝑡(𝑥)𝑇
𝑡=1 ) (4) 

2.8.  Perceptron 

The Perceptron is a machine learning algorithm used to perform binary classification. It 

involves calculating the weights of each input feature and producing an output based on an 

activation function. Perceptron is very simple and easy to apply, although its limitation is that it 

can only be used in the case of linearly separable binary classification problems [21]. 

 𝑛 =  ∑ 𝑥𝑖 𝑤𝑖 + 𝑏 (5) 

2.9.  Confusion Matrix 

The confusion matrix is a machine learning model performance evaluation technique used 

to measure the model's precision in classification. This matrix describes the amount of data that 

has been correctly classified and the amount that the model has incorrectly classified. The 

confusion matrix consists of four components, namely true positive (TP), false positive (FP), true 

negative (TN), and false negative (FN). TP is the amount of positive data that has been correctly 

classified, FP is the amount of negative data that has been incorrectly classified as positive, TN is 

the amount of negative data that has been correctly classified, and FN is the amount of positive 

data that has been incorrectly classified as negative [22]. 

Table 1. Confusion Matrix 

Predicted 

class 

Actual class 

+ - 

+ True positive (TP) False positive (FP) 

- False negative (FN) True negative (TN) 
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To calculate accuracy, we use the following formula 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
 (6) 

Precision is a term that refers to the extent to which relevant items are selected 

compared to all selected items. In this context, precision reflects the extent to which the 

answer to an information request matches the request. The precision formula used to 

measure is as follows: 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
 (7) 

Recall is a term that refers to the extent to which relevant items are selected in relation 

to the total number of relevant items available. The recall calculation is done using the 

following formula: 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
 (8) 

3.  Research Method 

The proposed research method is shown in Figure 1. To perform machine learning 

modeling, there are several stages as follows: 

1. Phase 1 Data Understanding 

Collect data relevant to the object of research. The data set is based on data that has 

been taken from CIC IoT attacks 2023. 

2. Phase 2 Data Processing 

Analyzing the imbalanced dataset, then random under sampling and cleaning the 

data so as to get balanced data. After the data is balanced, data splitting will be 

carried out, namely training models and testing data to test the model. 

3. Phase 3 Modeling 

The data that has been prepared will be used for machine learning modeling using 

KNN, random forest, logistic regression, AdaBoost, and Perceptron so that a 

classification model is formed. 

4.  Phase 4 Evaluation 

Evaluate the model from the prediction results using training data using the 

classification report and confusion matrix. 
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Figure 1. Proposed Research Method 

4. Discussion and Result 

4.1.  Dataset 

The dataset used in the research is a dataset compiled by the University of New 

Brunswick under the name CIC IoT Attacks 2023, which contains various types of attacks 

on IoT devices. The dataset is used as material for training machine learning. The data 

contained in the dataset is approximately 46.686.545 rows with 34 labels, which are used 

to train the model and test the model. Furthermore, from 34 labels, it is made into two 

labels with the label names "Attack" and "Benign" with the following comparison. 
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Figure 2. Dataset Before Balancing 

4.2.  Under-Sampling Using Random Under-Sampling 

In the previous dataset results, the distribution of data distribution between classes is 

not balanced. Where the attack class has 97.6% data with a total of 45.588.350 and the 

benign class has 2.4% data with a total of 1.098.195 data. To overcome the data imbalance, 

a random under sampling model is used. Random under sampling will make the amount 

of majority data balanced with the majority data. In this study, the amount of attack class 

data will be equalized with the benign class. Before doing random under-sampling, the 

dataset will be divided into 2, namely the majority class and the minority class, which will 

then be processed to equalize the amount of data so that the unbalanced dataset becomes 

balanced and data cleaning is carried out to eliminate the possibility of duplicate data. 

 

Figure 3. Dataset After Balancing 

4.3.  Modeling 

After passing the random under-sampling process, the results of the dataset will be 

divided into 2, namely training data with an amount of 80% and 20% testing data. After 

that, modeling will be carried out with several algorithms, namely KNN, random forest, 

logistic regression, AdaBoost, and Perceptron. 

Table 2. Comparison after and before using random under sampling 

ML classifier 
After Use Random Under sampling Before Use Random Under sampling 

Accuracy Precision Recall Accuracy Precision Recall 

KNN 99.52% 99.08% 99.94% 99.44% 94.75% 93.32% 

Random Forest 99.73% 99.48% 99.99% 99.68% 96.53% 96.51% 

Logistic Regression 93.43%  95.88% 91.34% 98.90% 86.31% 89.04% 

Adaboost 99.61% 99.29% 99.92% 99.58% 96.56% 94.73% 

Perceptron 86.38% 95.84% 80.48% 98.17% 82.54% 79.70% 
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After implementing Random Under sampling (RUS) technique, the data from the two 

classes, namely attack and benign, became balanced. Prior to RUS, the data for the attack 

class was imbalanced compared to the benign class. By applying RUS, the number of 

samples from both classes became equal, eliminating the imbalance that existed previously. 

This ensures that the model is trained on a dataset that is balanced proportionally between 

the attack and benign classes, which can enhance the performance and fairness of the 

model in classifying both types of samples. 

Before implementing random under-sampling, model evaluation showed that most 

models had high accuracy, ranging from 98.17% to 99.68%. However, they exhibited low 

precision and recall for minority classes, indicating limitations in identifying samples from 

those classes. 

After implementing random under-sampling, there was a significant improvement in 

precision and recall for minority classes across almost all models. Precision values 

increased to a range of 95.84% to 99.48%, while recall values increased to a range of 80.48% 

to 99.99%. The KNN and Random Forest models, in particular, demonstrated significant 

improvements in precision and recall for minority classes. Other models also showed 

considerable enhancements. These findings indicate that random under-sampling 

effectively enhances the models' ability to recognize and classify minority classes, reducing 

the risk of bias towards majority classes. 

The choice of K values in the KNN algorithm, such as K=3 and K=5, has a significant 

impact on classification results. Different K values are selected to control model complexity 

and avoid overfitting or underfitting. Smaller K values, like K=3, result in complex decision 

boundaries that are sensitive to minor fluctuations, noise, and outliers in the data. On the 

other hand, larger K values, such as K=5, yield smoother and more stable decision 

boundaries, are more resilient to noise and outliers, and may result in more general and 

interpretable models due to considering a larger number of nearest neighbors. 

The choice between K=3 and K=5 depends on the specific characteristics of the data and 

the complexity of the classification problem. Smaller K values can be useful when dealing 

with complex or changing patterns in the data. Larger K values can provide more stable 

and generalized results. Therefore, the selection of the appropriate K value should consider 

the trade-off between model complexity, robustness to noise, and interpretability of the 

results. 

Overall, the evaluation results confirm that using random under-sampling techniques 

is an effective approach to address class imbalance in the dataset. Although it may lead to 

a decrease in accuracy, the substantial improvements in precision and recall for minority 

classes indicate that the model becomes more reliable in correctly classifying samples from 

all classes. 

4.4.  Evaluation 

By using known as a classifier, the results obtained are 99.52% for accuracy, 99.08% for 

precision, and 99.94% for recall. These results are shown in Figure 4. The study used K 

values of 3 and 5, where K values of 3 had the highest value. 

Interestingly, the random forest gets the highest accuracy result of 99.73%, with a 

precision of 99.48% and a recall of 99.99%. Where as many as 215898 are considered attacks 

and 219620 as benign, which can be seen in Figure 5. 

The results of matrix logistic regression proved as many as 208089 as an attack and 

199913 as benign by producing an accuracy rate of 93.43%. 
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Using Adaboost resulted in an accuracy of 99.61%, precision of 99.29%, and recall of 

99.92%. These results can be seen from the confusion matrix results in Image 7, where 

215493 is an attack, and 219472 is benign. 

Finally, the classification using Perceptron resulted in 86.38% accuracy, 95.84% 

precision, and 80.48% recall. 

 

Figure 4. Confusion Matrix Algorithm KNN 

 

Figure 5. Confusion Matrix Algorithm Random Forest 

 

Figure 6. Confusion Matrix Algorithm Logistic Regression 
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Figure 7. Confusion Matrix Algorithm Adaboost 

 

Figure 8. Confusion Matrix Algorithm Perceptron 

The comparison test of resampling techniques is carried out by comparing datasets that 

have undergone resampling with datasets that do not use resampling techniques. The 

random under-sampling resampling technique is used to manage class imbalance in the 

data set. Based on the results of experiments and tests that have been carried out, the 

following conclusions can be drawn: 

1.   The application of resampling random under-sampling combined with 

classification algorithms can increase accuracy in the random forest algorithm by 

0.05% and AdaBoost by 0.03%. 

2.   The application of resampling random under-sampling combined with the logistic 

regression algorithm decreased by 5.47%, and the perceptron algorithm decreased 

by 18.72%. 

The cause of the decrease in accuracy is due to the imbalance of classes in a dataset. 

Using random under-sampling is one way to overcome the class imbalance. However, by 

doing random under-sampling, there is a random deletion of data and allows the loss of 

important data, which results in classification results. Therefore, a decrease in accuracy can 

occur after random under-sampling. 

5. Conclusion 

Experiments with the CIC IoT Attacks 2023 dataset show that the use of random under-

sampling techniques significantly addresses class imbalance. In this process, the data 
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distribution between the attack and benign classes is balanced by reducing the number of 

majority data so that it aligns with the number of minority data. However, a decrease in 

accuracy can occur in some classification algorithms, such as logistic regression and 

perceptron, with a decrease of 5.47% and 18.72% respectively. This suggests a compromise 

between achieving class balance and maintaining model accuracy. 

In contrast, the experimental results show that the use of certain classification 

algorithms, such as random forest and AdaBoost, results in improved accuracy after 

applying random under-sampling. Although this accuracy improvement is small, it is 

statistically significant, indicating that applying resampling techniques, such as random 

under-sampling, is beneficial in improving model performance in special cases, especially 

in dealing with class imbalance. Therefore, the selection of appropriate resampling 

techniques and classification algorithms is crucial to achieve a balance between accuracy 

and handling class imbalance in data analysis. 
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